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Abstract
The Journal Impact Factor is the most commonly applied metric for evaluation of scientific output. It is a journal-focused indicator that shows the attention a journal attracts. It does not necessarily indicate quality, but high impact factors indicate a probability of high quality. As an arithmetic mean of data originating from all authors of a journal with a high variance, it is inapplicable to evaluate individual scientists. For quantifying the performance of authors, author-focused citation metrics are to be used, such as the h index, but self-citations should be excluded (“honest h index” \(h\)). All citation metrics suffer from the incompleteness of the databases they source their data from. This incompleteness is unequally distributed between disciplines, countries and language-groups. The Journal Impact Factor has its limitations, but if those limitations are taken into consideration, it is still an appropriate indicator for journal performance.
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The “impact factor” is the most commonly used metrical indicator for quality, performance and impact in science, often applied without critical assessment of what it is actually indicating. The impact factor has extensively penetrated academia and academic publishing, which has provoked change in publishing strategies by academic publishers and editors\(^1\)\(^2\) and in authors’ publishing behaviour.\(^3\)\(^4\) Editors and publishers strive to increase their journals’ Impact Factors. Authors, often under perceived or real pressure from their administration,\(^5\)\(^6\) choose publication venues according to which is complete itself. For disciplines in which Bradford’s law or Garfield’s law of concentration\(^9\) apply and percentages will go up, but as long as coverage is selective, this coverage might be exhaustive. Such fields are, eg molecular biology and biochemistry, biological sciences related to humans, chemistry, and clinical medicine.\(^10\) For other disciplines with more equally distributed relevance of journals or higher relevance of book publications, the Web of Science’s coverage is rather insufficient (eg for natural history,\(^11\) regionally focused science,\(^12\) taxonomy,\(^13\) mathematics, economics, humanities & arts\(^10\)). In general, the Journal Impact Factor considers how often journals are cited in a selective number of journals. By definition, it does not cover the complete impact of a journal.

The portion it misses depends on the discipline of the journal. On pages 126-130 of his book Citation Analysis in Research Evaluation, Henk Moed\(^10\) compiled lists of coverage by disciplines and countries. Coverage can be as low as 64% in ecology, 55% in geology, 45% in nursing, 33% in information & library sciences, and 9% in history. Although Moed gives a coverage of 67% for my own research field, zoology, in 2009 Web of Science captured only 25.7% of citations of my own papers.\(^11\) Thomas Nisonger, a library and information scientist, found in 2004 that 42.4% of his print citations were retrieved by Web of Science\(^41\). With the expansion of the coverage of Web of Science,\(^9\) these percentages will go up, but as long as coverage is selective, some disciplines will be disadvantaged.

What performance does the Journal Impact Factor indicate?
The Journal Impact Factor was created by Irving H. Sher and Eugene Garfield in the 1960s “to help select journals for the Science Citation Index”.\(^15\) It is a simple index, easy to understand and to calculate, that allows comparing journals of any size in terms of citations they attract. By proxy of citations, it indicates the use of journals in scientific research or, in other words, the attention a journal
receives. Since the purpose of journals is to be read and used in scientific research, the Journal Impact Factor is an apt indicator for journal performance. It is only the short-term performance that the Journal Impact Factor reflects though. Since the second year after publication is the year attracting most citations of any year, if the whole database is considered, the short-term performance is indicative for the overall performance of many journals. However, the majority of journals reach their citation peak after the window that the Journal Impact Factor considers with most journals attracting 70-90% of all citations after the second year. In some disciplines, papers one or two years old are rarely cited, for example, in my own subfield, taxonomy.

Since 2007, Thomson Reuters has been providing a five-year Journal Impact Factor which slightly mitigates the underestimate of the two years citation window by increasing the impact factor for the majority of disciplines and journals taking into account their peak citedness. Nonetheless, use of the ‘classical’ two-year Journal Impact Factor continues to dominate evaluation and marketing of journals.

As an arithmetic mean for the whole journal, the Journal Impact Factor cannot predict the performance of single papers. In fact, the variation in number of citations to articles of the same journal can be several magnitudes. Articles of the 1998 volume of The Lancet were cited from zero to 2,799 times. The majority of Nature papers from the years 2002 and 2003 received under 20 citations in 2004; 2.7% of the papers received over 100 citations with a record holder with 522 citations. In 2009, a single paper attracting 5,624 citations pushed the impact factor of Acta Crystallographica A up from 3 to 49.93, with all other papers of the journal having attracted three or less citations. Such variation renders attempts to use Journal Impact Factors for evaluation of single papers or authors absurd. The Journal Impact Factor reflects performance of a scholarly journal and nothing else. Can we consider this performance as a proxy for quality of the journal?

**Quality? Relevance? Attention!**

To answer this question, we need to explore what reasons and motives stand behind citations. Citation motives and behaviour have been studied since the 1970s. Good quality of a paper is never the sole reason for a citation whereas bad quality can be a good reason not to cite a paper or to cite it as a bad example, or to propose corrections of published errors. The primary reason for citing a paper is or should be that it underpins or at least relates in some useful way to the facts one is writing down. If there are only a few sub-standard studies preceding one’s own study, they need to be cited. If there are five bad and two good studies available to cite, then the good ones will be chosen. If the authors of one of the good studies are personal competitors or enemies, one might cite the other study. Collaborating teams tend to cite each other, because of early awareness of the others’ results, but also because they want to support each other or because they thank each other with citations. Scientists are humans who act socially (or sometimes antisocially), whether they do so subconsciously or deliberately. Increasing competitiveness in the research environment fosters selfish behavior. While authors in the pre-impact factor times cited their own publications to embed their studies in their broader research program, to draw attention to their own work, or out of self-adulation, now they become increasingly aware that self-citation helps all sorts of citation metrics. Self-citations, at the journal level, became a strategy to improve the Journal Impact Factor of the journal one publishes in (or one edits). At the author level, it improves the standing of the author by increasing author-focused metrics, as long as self-citations are included in the citation analysis (which they should not be).

Even if the choice of references to cite is far from an objective, quality-oriented process, the few studies comparing peer judgment with citation metrics often found positive correlations, particularly at the level of research groups and single papers. One has to be cautious though. Baird and Oppenheim aptly stated: “So, does this mean that if an author writes an article, and it is highly cited, then it is important? No it does not. Rather, what it means is the chances are the paper is important. […] In other words, high citation counts mean a statistical likelihood of high quality research.” It is unknown and hardly possible to quantify how high the likelihood is. At the journal level, citations are a quality indicator only in a very crude sense, in distinguishing (with a certain, but unknown probability) established, reputable journals from minor quality outlets of the same discipline. A journal with an impact factor of 5 is likely to have attracted and to continue to attract higher quality papers than a lesser used journal in the same discipline with an impact factor of 0.7. A slight difference of impact factors, eg 1.6 and 1.9 are unlikely to have any meaning beyond variability.

To whatever extent quality can be derived from citation counts, it is undeniable that the citation rate gives evidence for the attention a journal attracts. A high attention shows that a journal is useful and predicts that others will want to consult this journal. The purpose of the Journal Impact Factor, to determine which journals will be of interest to most, is fulfilled. By which motives this attention is achieved is primarily irrelevant.

**Evaluating single authors**

For the evaluation of single authors author-focused indices are to be used, which are calculated on the basis of citations of only the author to be evaluated. It seems that the prerequisite for wide acceptance of such an index is its simplicity, not necessarily its sophistication. For almost every letter of the alphabet, a citation based index has been proposed. Of those a, b, c, d, e, f, g, h, j, k, L, m, n, p, q, r, t, u, v, w, x, y, z-indices, some of them admittedly very new, only the h-index has gained widespread use. It is probably the most simple, author-focused index, defined as the number of papers of an author with citation number \( h \). It has its disadvantages, particularly for younger scientists with lower publication numbers, but it is at least based on the author’s publications. Since it can easily be manipulated by strategic self-citations, I suggested, as has Schreiber before, to exclude self-citations from its calculations and use
what I called “the honest \( h \) index\(^\textsuperscript{11}\). This is the sort of metrics that should be applied for evaluation of individuals’ research performance, not a journal-focused indicator.

**Attention fully covered by citations?**

The value of those author-focused indices likewise depends on the database from which citations are extracted. The \( h \) index of the same scientist can easily be three times higher if another database is used.\(^\textsuperscript{11,34}\) Currently, we have only incomplete, but growing databases\(^\textsuperscript{11}\) available: *Web of Science*, SciVerse\textsuperscript{®} Scopus, Google Scholar. As long as a scientist does not compile his own comprehensive list of citations\(^\textsuperscript{11}\) from which citation metrics are calculated, we have to keep in mind that any citation metrics derive from incomplete data sets with an unknown extent of incompleteness. The extent of incompleteness can differ largely depending on, amongst others, discipline, location and language of the scientist.\(^\textsuperscript{10,35}\)

Besides database incompleteness, we also need to keep in mind that citations represent only a part of the attention a publication attracts. Particularly publications targeted at end-users, such as clinical papers for medical practitioners,\(^\textsuperscript{20,35}\) or identification keys for animals or plants, are likely to be frequently used, but not necessarily cited. No correlation was found between the citation count and photocopy requests in certain social work journals.\(^\textsuperscript{25}\) MacRoberts and MacRoberts\(^\textsuperscript{36}\) found that biogeography source papers from which data are derived remain extensively non-cited. Purely citation-based evaluation would lead to a skewed picture of the overall relevance of such papers or whole journals.\(^\textsuperscript{35,36}\) However, other studies\(^\textsuperscript{27}\) show a strong positive correlation between downloads and later citations.

**Conclusion**

The Journal Impact Factor is an appropriate means to evaluate journal performance since it indicates the attention a journal attracts, with the provision that some types of works are used without getting cited. The Journal Impact Factor, if high, indicates a chance that the journal published high quality papers. For the evaluation of individual researchers, journal-focused metrics are inapplicable. Author-focused metrics, such as the \( h \) index, are to be used. For any citation-based evaluation, we need to consider the extent of incompleteness of the data source and the circumstances of the entity to be evaluated, namely discipline, location, language-group which influence the number of citations that papers attract.

**Competing interests** None declared.

**Note**

Despite the author’s intent to refer to current papers, only 10 of the following 38 references would count for the two-year Journal Impact Factor were *European Science Editing* considered as a source journal by *Web of Science*. For the five-year Journal Impact Factor, it would be 21 references. Since *European Science Editing* currently is not considered by *Web of Science*,\(^\textsuperscript{28}\) none of these references count for the Journal Impact Factor of the cited journals.
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This fragmentary text introduces the venue of EASE Tallinn 2012 conference in the context of Estonian academic publishing.

Estonia's printing press came into being in 1631 at the secondary school of Tartu, the predecessor of the University of Tartu, which was founded on 30 June 1632 by the Foundation Decree of Academia Dorpatensis, signed by King Gustav II Adolf of Sweden.

Main building of the University of Tartu (Photographer: Andres Tennus)

The University of Tartu History Museum showcases the history of science and publishing as well as university education from the 17th century to the present day. The museum occupies the former university library, which was built in the choir of the ruins of a former dome cathedral.
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Tallinn University of Technology (founded in 1918), the venue for the 2012 EASE Conference, is the second largest...